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Objectives
This project aims to verify the two fundamen-
tal assumptions of the Dynamic Contextualized
Word Embeddings (DCWE) paper:
• BERT is an adequate modeling framework to

capture the benefit derived from contextual
embeddings.

• Contextual embeddings are better than
non-contextual embeddings in capturing
meaning, especially when paired with dynamic
components.

Notably, the authors address the latter of these
issues in their related work, by proving these
statements true in cases separate from dynamic
embeddings. However, in the scope of their ab-
lation studies, they neither consider other con-
textualizers, nor verify that their dynamic sys-
tem “prefers” contextual embeddings to non-
contextual ones.

Introduction
Hofman, Pierrehumbert, and Schutze [1] propose a
novel mechanism for capturing two disparate factors
in the modeling of language: the context of the sen-
tence in which the word occurs, and the variability
of words in different temporal and social contexts.
In order to do so, they inject a temporal and social
element to vectors that are derived contextually us-
ing the BERT model as their primary means of con-
textualization. To verify (1) the importance of this
contextual element, and (2) the ability of BERT to
accomplish it, we train a variety of non-contextual
(Word2Vec and GLoVe) and contextual (GPT-2 and
RoBERTa) models.

Methods
In addition to the BERT baseline, we evaluate the
DCWE layer on Word2Vec, GloVe and RoBERTa
for a downstream sentiment analysis task.
• BERT Devlin et al. [2] introduce BeRT as a

contextual transformers model, pretrained with
two objectives: MLM and next sentence
prediction.

• Word2Vec Mikolav et al. [3] propose Word2Vec
as a two-layer neural network model to learn
global word associations from text, where each
word is represented by a unique vector.

• GloVe Pennington et al. [4] develop GloVe, an
unsupervised algorithm to develop word
representations. Training is performed on
aggregated global word co-occurrence matrices,
using the observation that co-occurrence
probabilities encode some meaning.

• RoBERTa Liu et al. [5] present RoBERTa, a
bidirectional contextual transformers model using
a MLM objective directly in pretraining.

• GPT-2 Radford et al. [6] build GPT-2 as a
self-supervised bidirectional transformers model
that was trained using causal language modeling
(predict next word in sentences).

DCWE Architecture
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Experimental Setup
The model uses the contextualizer to extract an ini-
tial set of embeddings, which is usually done using
the pretrained in-model look-up table. It then cal-
culates a dynamic embedding. These are then used
as inputs to the whole contextualizing model.
First, we run the baseline in order to compare the
performance on sentiment analysis, using primarily
the F1-score. Then, we run the model without the
contextualizer, to understand the quality of the non-
contextual embeddings. Finally, we replaced the
contextualizer with 2 different models, to verify the
quality of BERT.
All code was based on the existing codebase, with
modifications in the creation of the model. All mod-
els are trained on the Yelp dataset. Code was ran
on a GPU-accelerated Colab Pro instance.
GitHub: github.com/rjintu/cos484final/

Results
The table containing the initial development and
test F1-scores for both the GPT-2 and BERT models
is below. These results were obtained after training
on one epoch of data, through 452,000 examples of
reviews in each epoch. These are the scores for when
the model uses a dynamic layer as well.

Model Dev F1 Test F1
GPT-2 0.5024 0.5023
BeRT 0.8813 0.8799

Table 1:F1-Scores on Sentiment Analysis Task, Yelp Dataset

Conclusion
DistilBeRT seems to be more performant than dis-
tilled GPT-2. This may be a result of GPT-2’s auto-
regressive nature, which prevents the model from
creating bidirectional embeddings. However, GPT-
2 does have more parameters, so its performance
may be hampered by the limited training time.
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